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ment, and/or through a simulation of a subset of the person’s
physical movements within the computer-generated envi-
ronment.

[0083] In contrast to a VR environment, which is designed
to be based entirely on computer-generated sensory inputs,
a mixed reality (MR) environment refers to a simulated
environment that is designed to incorporate sensory inputs
from the physical environment, or a representation thereof,
in addition to including computer-generated sensory inputs
(e.g., virtual objects). On a virtuality continuum, a mixed
reality environment is anywhere between, but not including,
a wholly physical environment at one end and virtual reality
environment at the other end.

[0084] In some MR environments, computer-generated
sensory inputs may respond to changes in sensory inputs
from the physical environment. Also, some electronic sys-
tems for presenting an MR environment may track location
and/or orientation with respect to the physical environment
to enable virtual objects to interact with real objects (that is,
physical articles from the physical environment or repre-
sentations thereof). For example, a system may account for
movements so that a virtual tree appears stationery with
respect to the physical ground. Examples of mixed realities
include augmented reality and augmented virtuality.

[0085] Anaugmented reality (AR) environment refers to a
simulated environment in which one or more virtual objects
are superimposed over a physical environment, or a repre-
sentation thereof. For example, an electronic system for
presenting an AR environment may have a transparent or
translucent display through which a person may directly
view the physical environment. The system may be config-
ured to present virtual objects on the transparent or trans-
lucent display, so that a person, using the system, perceives
the virtual objects superimposed over the physical environ-
ment. Alternatively, a system may have an opaque display
and one or more imaging sensors that capture images or
video of the physical environment, which are representa-
tions of the physical environment. The system composites
the images or video with virtual objects, and presents the
composition on the opaque display. A person, using the
system, indirectly views the physical environment by way of
the images or video of the physical environment, and
perceives the virtual objects superimposed over the physical
environment. As used herein, a video of the physical envi-
ronment shown on an opaque display is called “pass-through
video,” meaning a system uses one or more image sensor(s)
to capture images of the physical environment, and uses
those images in presenting the AR environment on the
opaque display. Further alternatively, a system may have a
projection system that projects virtual objects into the physi-
cal environment, for example, as a hologram or on a physical
surface, so that a person, using the system, perceives the
virtual objects superimposed over the physical environment.
[0086] An augmented reality environment also refers to a
simulated environment in which a representation of a physi-
cal environment is transformed by computer-generated sen-
sory information. For example, in providing pass-through
video, a system may transform one or more sensor images
to impose a select perspective (e.g., viewpoint) different than
the perspective captured by the imaging sensors. As another
example, a representation of a physical environment may be
transformed by graphically modifying (e.g., enlarging) por-
tions thereof, such that the modified portion may be repre-
sentative but not photorealistic versions of the originally
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captured images. As a further example, a representation of a
physical environment may be transformed by graphically
eliminating or obfuscating portions thereof.

[0087] An augmented virtuality (AV) environment refers
to a simulated environment in which a virtual or computer
generated environment incorporates one or more sensory
inputs from the physical environment. The sensory inputs
may be representations of one or more characteristics of the
physical environment. For example, an AV park may have
virtual trees and virtual buildings, but people with faces
photorealistically reproduced from images taken of physical
people. As another example, a virtual object may adopt a
shape or color of a physical article imaged by one or more
imaging sensors. As a further example, a virtual object may
adopt shadows consistent with the position of the sun in the
physical environment.

[0088] There are many different types of electronic sys-
tems that enable a person to sense and/or interact with
various CGR environments. Examples include head
mounted systems, projection-based systems, heads-up dis-
plays (HUDs), vehicle windshields having integrated dis-
play capability, windows having integrated display capabil-
ity, displays formed as lenses designed to be placed on a
person’s eyes (e.g., similar to contact lenses), headphones/
earphones, speaker arrays, input systems (e.g., wearable or
handheld controllers with or without haptic feedback),
smartphones, tablets, and desktop/laptop computers. A head
mounted system may have one or more speaker(s) and an
integrated opaque display. Alternatively, a head mounted
system may be configured to accept an external opaque
display (e.g., a smartphone). The head mounted system may
incorporate one or more imaging sensors to capture images
or video of the physical environment, and/or one or more
microphones to capture audio of the physical environment.
Rather than an opaque display, a head mounted system may
have a transparent or translucent display. The transparent or
translucent display may have a medium through which light
representative of images is directed to a person’s eyes. The
display may utilize digital light projection, OLEDs, LEDs,
ul.EDs, liquid crystal on silicon, laser scanning light source,
or any combination of these technologies. The medium may
be an optical waveguide, a hologram medium, an optical
combiner, an optical reflector, or any combination thereof. In
one embodiment, the transparent or translucent display may
be configured to become opaque selectively. Projection-
based systems may employ retinal projection technology
that projects graphical images onto a person’s retina. Pro-
jection systems also may be configured to project virtual
objects into the physical environment, for example, as a
hologram or on a physical surface. The display systems
described herein may be used for these types of systems and
for any other desired display arrangements.

[0089] As described above, one aspect of the present
technology is the gathering and use of data available from
various sources to improve the delivery of images to users,
perform gaze tracking operations, and/or to perform other
display-related operations. The present disclosure contem-
plates that in some instances, this gathered data may include
personal information data that uniquely identifies or can be
used to contact or locate a specific person. Such personal
information data can include demographic data, location-
based data, telephone numbers, email addresses, twitter
1ID’s, home addresses, data or records relating to a user’s
health or level of fitness (e.g., vital signs measurements,



